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Introduction

Different types of explanations in recommender system research
have been proposed. However, none of the existing approaches
provides explanations in the same modality of music itself, i.e. lis-
tenable. We address this shortcoming in LEMONS by:

(1) Adopting an audio-based music recommender system.
(2) Providing listenable explanations of the recommended tracks.

System Overview

(1) Audio-based Recommender System:
We train a convolutional neural network on mel-spectrograms of
the input audios to predict the relevance of a specific track for
each user separately. We consider tracks that have been listened
to as relevant, and randomly select tracks that have never been
listened to as non-relevant.

(2) Listenable explanations:
We use audioLIME to generate explanations on the predicted rel-
evant tracks. audioLIME assigns a score to each interpretable
feature of the audio. The higher the score, the more important
the interpretable feature is for the prediction.

(3) Dataset:
We train and evaluate on 7 users with different music tastes from
the Million Song Dataset. We also test on musdb18.

Fig. 1: Landing page of the demo.

Listenable Explanations

We offer three explanations based on different types of inter-
pretable features:
(1) Time-based explanations

Fig. 2: The input audio is split into equally sized time segments.

(2) Source-based explanations

Fig. 3: The input audio is separated into 5 instrumental sources.

(3) Time and Source-based explanations

Fig. 4: The input audio is separated into 5 instrumental sources and
segmented into equally sized time segments.

Explanation Interface

We show the listenable explanations by displaying the Top High-
light and the Top-3 Components.

Fig. 5: Explanation interface.

Future Work & Discussion

We presented a novel approach to generate listenable ex-
planations for music recommender systems (LEMONS). As
future work, we plan to use a more meaningful time seg-
mentation scheme (e.g. chorus vs. verse), to incorporate
collaborative filtering data, and to investigate the useful-
ness and quality of the explanations through a user study.

(1) Thinking about your favourite song, what would be a
reasonable listenable explanation of it? Would you listen

to it after hearing the explanation?
(2) Do you think listenable explanations would make the
recommendation more transparent? Would you be more

satisfied of the recommendation?
(3) Generally, in which context would you expect a

listenable explanation?

Video: https://youtu.be/giSPrPnZ7mc alessandro.melchiorre@jku.at, verena.haunschmid@jku.at Code: https://github.com/CPJKU/LEMONS


